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Abstract— Cooking oil is one of commodities that contributed to rural inflation in Indonesia. Time series data can be used to model for 

forecasting.  Time series data can have pattern resemblance. This resemblance can be used to form clusters. This research aimed to 

compare the accuracies of ARIMA model of cooking oil price developed using hierarchical agglomerative clustering (HAC) time series 

method with ARIMA of individual level. As the results, modeling for 32 provinces individually resulting an average MAPE of 2.56%, while 

ARIMA model development with DTW  as the distance measures for HAC and employing 2 or 3 clusters, gave a more efficient on modeling 

process and only giving effect on increased MAPE just by average of 6 to 7%. They were compared with models without clustering. Those 

clusters with DTW gave a lower MAPE in 11 provinces. The DTW cophenetic coefficient was 0.772. 

Index Terms— ARIMA, CPO, Clustering, Hierarchical, Inflation   

——————————      —————————— 

1 INTRODUCTION                                                                     

igh or unstable inflation rate affecting the welfare 
achievement. Since 2005, the task of stabilizing and con-
trolling the inflation rate is in Inflation Control Team 

(TPI, Tim Pengendalian Inflasi). TPI works as a central gov-
ernment institution. In 2008, the controlling coordination is 
extended to the regional scope; the Regional Inflation Control 
Team (TPID, Tim Pengendalian Inflasi Daerah) was estab-
lished in Regencies / Municipals / Provinces level [1].  

In 2015, 23 of the 34 provinces have the percentage of rural 
population of more than 50% [2]. Therefore, the prices control 
by the TPID is important in order to control rural inflation. In 
running its responsibility, TPID coordinates with regional rep-
resentatives of the BPS- Statistics of Indonesia (BPS, Badan 
Pusat Statistik). 

Cooking oil is one of the important commodities to be moni-
tored its inflation levels because it belongs to the strategic com-
modity group, that is, the most widely consumed commodities. 
Cooking oil also belongs to the group of volatile foods [3]. Based 
on the results of the National Socio-Economic Survey (Susenas) 
in September 2015, the average per capita consumption of cook-
ing oil in rural area was as much as 0.220 liters per week, while 
in 2016 rose to 0.226 liters per week (11.75 liters per year). 

Price control policy formulation, data and short-term market 
projection, such as the future consumption and production es-
timates and short-term prices prediction are very necessary [4]. 
Statistics Office provides data prices with monthly period, e.g. 
rural consumer price, which includes cooking oil [5]. The ful-
fillment of price projection is done through forecasting. 

Previous researches on price forecasting in Indonesia have 
been done. Susila and Munadi [6] used ARIMA for modeling 
the price of cooking oil. Sumaryanto [7] apply modeling with 
ARIMA and ARCH of basic food price, which including cook-
ing oil at aggregation level. Ati [8] performed basic food price 
modeling in the Central Java Province using ARIMA and 
GARCH. [9]  done modeling with ARIMA on palm production 
of PT. Nusa Indah Borneo Plantations. Whereas Munandar 
[10] done ARIMA modeling of tin price at futures market. Re-
lated to the issue of aggregation, it is advisable to use the data 
with a more specific coverage (e.g. provinces) [7]. In addition, 
modeling the price at the level of the province means of 

providing more specific information, so the price control poli-
cy formulation becomes more precise. 

Data collected in time sequence called time series data. 
Time series data collection can be done in several locations 
(multi locations). Time series data of multi locations are very 
likely to have a resemblance in patterns. Previous researches 
of clustering time series has been done. Ardiansyah [11] done 
clustering of third-party funds of 30 provinces by using auto-
correlation distance, Complexity-Invariant Dissimilarity (CID) 
distance, periodogram distance and Dynamic Time Warping 
(DTW). Whereas Veti [12], done clustering the value of Indo-
nesia's exports to 20 countries of destination using autocorre-
lation distance, CID and DTW distance. Both, after the cluster-
ing process, didn't do modeling.  

This paper aimed to build ARIMA models for each location 
(individual level) which aimed to provide specific infor-
mation, developing ARIMA individual level to be ARIMA  of 
cluster level using clustering timeseries and to compare the 
accuracy of ARIMA individual level with its development of 
ARIMA with a clustering time series process. 

2 LITERATURE RIVIEWS 

2.1 Autoregressive Integrated Moving Average (ARIMA) 

Yt is a mixed model of autoregressive integrated moving av-
erage if at d differencing 

d

t tW Y is a stationary ARMA 
process. If Wt follows an ARMA(p,q) then Yt is an ARI-
MA(p,d,q) process [13]. And, when d=1 then : 

Wt=ϕ1Wt-1+ ϕ2Wt-2+…+ ϕpWt-p+et- θ1et-1- θ2et-2-…- θqet-q 
with  Wt = Yt  - Yt-1 , and when d=2 

Zt=ϕ1Zt-1+ ϕ2Zt-2+…+ ϕpZt-p+et- θ1et-1- θ2et-2-…- θqet-q 
with Zt = Wt  - Wt-1. Both with order of p and q in it d order 
stationary. 

2.2 Dynamic Time Warping (DTW) distance 

DTW is dissimilarity distance that measures minimum dis-
tance of two set of points with a mapping process.  DTW dis-
tance is defined as follows [14]: 

 
 

H 
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2.3 Hierarcycal Agglomerative Clustering (HAC) with 
Average Linkage 

Method of clustering which at first clustering n object in n 
groups, and grouping a similar objects into same cluster, until 
all object become just one group. One of the linkages can be 
used is group average linkage as defined by Sokal and Mich-
ener in [15] is:  

 
 
 

2.4 Cluster Representatives 

Cluster representative is defined as a sequence of points in 
time series data. A method to obtain this representative is with 
calculating average of each point in timeseries [16].  

3 METHODS 

3.1 Data 

 
Data used in this paper available at BPS-Statistics of 

Indonesia website in published materials compiled as 
publication ―Rural Consumer Price Statistics: Group of 
Foods‖, from 2009 to 2016. The commodity being focused is 
cooking oil price in 32 provinces in Indonesia. The data in 
these publications obtained from monthly surveys conducted 
by the office in all provinces on which its samples were 
selected purposively.  As the testing dataset are the 12 data in 
2016 of each province. 

3.2 Method of Analysis 

The steps used in analyzing the data are: 
1. Data explorations 
2. Modeling ARIMA in individual level (each province) 

Building ARIMA model using Box-Jenkins iterative 
procedures as follows: 
a. Model identification 

The stage of identifying the order of ARIMA in 
stationary time series data by carefully checks the 
pattern in autocorrelation plot and partial auto-
correlation plot. A few tentative models can be 
identified in this stage. 

b. Parameter estimation 
Parameter estimation used is maximum-
likelihood estimation. This stage is conducted for 
all tentative models. 

c. Diagnostic checking 
Checks for independence in residual with Ljung-

Box test. The hypothesis is: 

H0 : the residual is independent 
H1 : the residual isn’t independent 
The test statistic used is as follows: 

2 2 2

1 2
ˆ ˆ ˆ

* ( 2) ...
1 2

K
r r r

Q n n
n n n K

    
  

 
 
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Model with independence in residual, significant 
in parameters and most parsimonious will be 
used for forecasting. 

3. Modeling ARIMA in cluster level 
The stages consist of: 

a. Calculating dissimilarity matrix with DTW dis-
tance 

b. Clustering the provinces in groups with hierar-
chical agglomerative clustering method with av-
erage linkage 

c. Calculating silhouette coefficients (SC) for each 
number of clusters (k) from 2 ≤k ≤ 10 

d. Choosing k with SC with SC ≥ 0.50 as in [15] 
e. Identifying cluster members 
f. Calculating cluster representatives with average 

sequence of the set method  
g. Using cluster representatives as inputs for step 

2.a – 2.c to build ARIMA for each cluster repre-
sentative. 

4. Measure MAPE from ARIMA individual models 
(stage 2) and ARIMA cluster (stage 3). MAPE for de-
veloped ARIMA are calculated with comparing the 
forecast with actual data as mentioned in section  3.1 

5. Compare MAPE. 
6. Finished. 

4 RESULT AND DISCUSSION 

4.1 Data Explorations 

Cooking oil price in the western region of Indonesia 
showed a much lower price than the eastern region. Most of 
the time, the price in  Nusa Tenggara, Maluku, North Maluku, 
West Papua and Papua always become the most expensive 
among 32 provinces. Cooking oil price in 32 provinces is main-
ly to have trend over time as showed in Fig 1. 
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Fig 1 Time series plot cooking oil price in 4 
provinces 
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4.2 Clustering Timeseries 

Using the hierarchical agglomerative clustering method with 
average linkage, the number of cluster can be formed is stretched 
from 32 to 1. 32 is when all the provinces is as a cluster of its own. 
While 1 is when all 32 provinces merge as one group. 

The silhouette coefficient in forming the group is as illustrated 
in Fig 1. Fig 2 shows the number of cluster which has the strong 
anda make sense classification. The number of cluster was 2 and 3 
respectively. The silhouette coefficient for strong classification 
was 0.755, while for the make sense classification was 0.543. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The dendogram shows the step by step process of forming 

cluster from all object are separated, and in the end become one 
group. The members of 2nd group when the number of cluster is 2 
are East Nusa Tenggara,   East Kalimantan,   North Maluku,   
West Papua dan Papua. When the number of cluster is 3 then 
North Maluku, West Papua and Papua belonged to the 3rd group. 
For more consice explanation, a dendogram is showed in Fig 2 
 

 
 
 

4.3 Cluster Representatives 

Based on the cluster formed, cluster (or gerombol) representa-
tives can be calculated. When the number of cluster is 2, then 
the name of each representative namely cluster representative 
A dan B. And for the number of cluster is 3, then the name of 
each representative are cluster representative C, D and E. The 
membership of each cluster (A and B, C, D and E ) can be de-
rived from the dendogram in Fig 3. The summary of cluster 
membership is available in Table 2. 
 

 
 
 

 
 
 

As for illustration, the calculation of cluster representative B 
was made by calculating the average in each t from 1 to 84 of 
North Maluku,   West Papua and Papua provinces. These values 
then to be sequenced by using its t order. The calculation for the 
remainder cluster representatives follows the same procedure. 
Time series plot for these cluster representatives showed in Fig 3 
and Fig 4. 

 
 
 

Fig 1 Silhouette coefficients plot with various 
number of clusters (k) 

Fig 2 Dendogram of DTW 

Fig 3 Cluster representatives A and B 

Fig 4 Cluster representatives C, D and E 
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TABLE 1 
Membership of each cluster representatives 

 

 
cl : clusters 

4.4 Best ARIMA Models 

The Box-Jenkins procedures being used in modeling ARIMA 
in 32 provinces and 5 cluster representatives resulting the use of 
orders p, d and q as showed in Table 2 and Table 3. 

The models in Table 2 are used to forecast 12 points ahead in-
dividually for each province. While the models in Table 3, used to 
forecast as many as 12 points too, but these points used by every 
province of its member 

TABLE 2 
Best ARIMA Models for 32 Provinces 

 
 

TABLE 3 
Best ARIMA Models for 5 Cluster Representatives 

 
 
The forecast values used along with their respective actual 
data (testing datasets) to calculate a statistic called Mean Abso-
lute Percentage Error. 

4.5 Accuracy comparison 

As stated earlier, in measuring the accuracy of forecasting for 
both methods, MAPE were used. The general formula is as in 
[17]. 

Fig 5 shows the substract between MAPE from cluster using 
DTW and MAPE from model without clustering. A bar above the 
zero axis means that the particular provinces gain advantages 
from the use of clustering before ARIMA modeling. 

 
 
 
 
Figure 5 also shows a few provinces gained this extra accuracy 

from the introduction of clustering before ARIMA modeling.  
With 2 clusters, 6 provinces gained lower MAPE. These provinces 
are West Sumatra, Jambi, Lampung, Bangka Belitung Islands, 
West Java and Papua. Most of the province consisted of 26 prov-
inces suffered of lacking accuracy from the use of 2 clusters clus-
tering technique. The lost of accuracy are in range of 1% - 16%.  

As the number of cluster increased from 2 to 3, 23 provinces 
failed getting lower MAPE. Although, as many as 9 provinces 
succed on improving their accuracy. They are West Sumatra, 
Jambi, Lampung, Bangka Belitung Islands, West Java, Papua, 
East Nusa Tenggara, East Kalimantan and North Maluku.  

Table 4 shows the details of MAPE of each 32 provinces result-
ing from ARIMA without using clustering and MAPE from 
ARIMA with clustering time series using DTW distance.  

 
 

2 cl 3 cl 2 cl 3 cl

NAD A C NTB A C

Sumut A C NTT B D

Sumbar A C Kalbar A C

Riau A C Kalteng A C

Jambi A C Kalsel A C

Sumsel A C Kaltim B D

Bengkulu A C Sulut A C

Lampung A C Sulteng A C

Babel A C Sulsel A C

Kepri A C Sultra A C

Jabar A C Gorontalo A C

Jateng A C Sulbar A C

DIY A C Maluku A C

Jatim A C Malut B E

Banten A C Papbar B E

Bali A C Papua B E

DTW distance
Province Province

DTW distance

p d q p d q

1 NAD 0 1 0 17 NTB 0 1 4

2 Sumut 1 1 0 18 NTT 0 1 0

3 Sumbar 0 1 0 19 Kalbar 0 1 1

4 Riau 0 1 0 20 Kalteng 0 1 3

5 Jambi 0 1 1 21 Kalsel 2 1 0

6 Sumsel 0 1 0 22 Kaltim 2 1 1

7 Bengkulu 0 1 0 23 Sulut 1 1 2

8 Lampung 0 1 0 24 Sulteng 0 1 0

9 Babel 1 1 0 25 Sulsel 0 1 0

10 Kepri 0 1 4 26 Sultra 1 1 0

11 Jabar 0 1 1 27 Gorontalo 0 1 6

12 Jateng 1 1 0 28 Sulbar 0 1 0

13 DIY 1 1 1 29 Maluku 0 1 0

14 Jatim 1 1 0 30 Malut 0 1 0

15 Banten 3 1 0 31 Papbar 0 1 0

16 Bali 0 1 0 32 Papua 0 1 0

ARIMA
No Province

ARIMA
No Province

Note

p d q Distance (Number)

Using DTW distance

1 A 0 1 2 DTW.2 (1)

2 B 1 1 0 DTW.2 (2)

3 C 0 1 2 DTW.3 (1)

4 D 0 1 0 DTW.3 (2)

5 E 1 1 0 DTW.3 (3)

No
Cluster 

representative

ARIMA

Fig 5 Substract of MAPE clustered with DTW distance 
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TABLE 4  

MAPE Comparison of ARIMA individual level and ARIMA 
cluster level by Provinces 

 

 

4 CONCLUSION 

ARIMA individual level, modeling of 32 provinces still give 

the best accuracy rather than ARIMA modeling with cluster-

ing (both with clusters of 2 and 3). The introduction of cluster-

ing in time series data and continued with modeling gave 

practicality in building forecasts for lots of provinces. 

APPENDIX 

The figures and tables used abbreviations referring to prov-

inces name in Indonesia. The abbreviations used are as follow: 
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MAPE in  testing dataset

No Province Training Without DTW DTW

data clustering 2 clusters 3 clusters

1 Nanggroe Aceh Darussalam 1.245 4.862 5.869 5.869

2 North Sumatra 0.925 3.782 4.265 4.265

3 West Sumatra 0.886 3.684 2.480 2.480

4 Riau 0.944 2.390 12.047 12.047

5 Jambi 1.018 3.304 2.150 2.150

6 South Sumatra 0.786 3.269 3.762 3.762

7 Bengkulu 1.051 2.965 4.205 4.205

8 Lampung 0.872 2.618 1.899 1.899

9 Bangka Belitung Islands 0.849 3.155 2.549 2.549

10 Riau Islands 0.724 1.023 6.377 6.377

11 West Java 0.725 3.071 2.536 2.536

12 Central Java 1.011 5.298 15.924 15.924

13 D. I. Yogyakarta 1.081 6.019 13.260 13.260

14 East Java 0.865 3.799 4.364 4.364

15 Banten 0.868 1.615 9.787 9.787

16 Bali 0.896 2.893 3.098 3.098

17 West Nusa Tenggara 0.871 2.191 11.356 11.356

18 East Nusa Tenggara 0.646 1.451 10.999 1.070

19 West Kalimantan 0.561 1.866 9.348 9.348

20 Central Kalimantan 0.634 1.569 6.595 6.595

21 South Kalimantan 0.478 1.367 9.289 9.289

22 East Kalimantan 0.803 1.185 10.414 0.768

23 North Sulawesi 0.934 0.931 2.216 2.216

24 Central Sulawesi 0.778 1.804 10.797 10.797

25 South Sulawesi 0.783 0.784 0.920 0.920

26 South-East Sulawesi 0.603 0.703 9.419 9.419

27 Gorontalo 1.664 4.127 7.695 7.695

28 West Sulawesi 0.743 1.230 8.486 8.486

29 Maluku 0.633 0.504 12.871 12.871

30 North Maluku 0.697 1.992 6.155 1.651

31 West Papua 0.763 1.585 3.353 2.539

32 Papua 0.772 4.818 4.181 1.660

mean 0.847 2.558 6.833 5.977

std dev 0.220 1.449 4.045 4.311

minimum 0.478 0.504 0.920 0.768

Q1 0.725 1.430 3.289 2.414

median 0.825 2.291 6.486 4.315

Q3 0.903 3.278 9.943 9.365

maximum 1.664 6.019 15.924 15.924

Abbreviation Name of Province

NAD Nanggroe Aceh Darussalam

Sumut North Sumatra

Sumbar West Sumatra

Riau Riau

Jambi Jambi

Sumsel South Sumatra

Bengkulu Bengkulu

Lampung Lampung

Babel Bangka Belitung Islands

Kepri Riau Islands

Jabar West Java

Jateng Central Java

DIY D. I. Yogyakarta

Jatim East Java

Banten Banten

Bali Bali

NTB West Nusa Tenggara

NTT East Nusa Tenggara

Kalbar West Kalimantan

Kalteng Central Kalimantan

Kalsel South Kalimantan

Kaltim East Kalimantan

Sulut North Sulawesi

Sulteng Central Sulawesi

Sulsel South Sulawesi

Sultra South-East Sulawesi

Gorontalo Gorontalo

Sulbar West Sulawesi

Maluku Maluku

Malut North Maluku

Papbar West Papua

Papua Papua
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